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Welcome
Short intro
Important field of computer science
	what is computation or more specifically computers capable of doing?
	What kinds of problems can they solve?
	How well can they solve those problems?
	What has to be done to solve those problems?

As we go on in this course you will learn how to apply these questions to your own work so that you can be as efficient as possible




Theory of Computation

•Branch of computer science
• “What are the fundamental capabilities and limitations of a computer?”

• Studies how efficiently a problem can be solved using a model of computation
◦ Model in which describes how a set of outputs are computed given a set of inputs.
◦ Using an algorithm, to what degree can a problem be solved?
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Question asked since the 1930s when the meaning of computation was being formulated.
	Thought to be relatively limited at first but as technology advanced, applications have increased.
	Computers are able to solve many problems but not everything
	Theory of computation helps us see if a problem can be solved and how well we can do so.



Branches of Computation
•Divided into 3 major areas:

1. Automata

2. Computability

3. Complexity

•What are the fundamental capabilities and limitations of computers?
• Each area interprets this question differently
• Answer varies with each
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Automata – mechanism that is relatively self-operating; robot
	Machine or control mechanism designed to follow automatically predetermined sequence of operations or respond to encoded instructions
	Relates to abstract machines and the specific computational problems that can be solved using these machines

Computability – the ability to solve a problem in an effective manner

Complexity – how complicated something is
	how difficult is the solution to a problem

Interpretation
	automate: what kinds of problems can we solve using a computer and which ones we can’t
	computability: looking at a specific problem, can we use a computer to solve it or partially solve it
	complexity: given an algorithm, how hard is it and how costly (time or power) is it get a solution.
	



Automata Theory
•Automatons/Automata

• Means “something that is doing something by itself”

• Abstract models of machines that perform computations on an input by moving through a series of 
states or configurations

•Objective of Automata Theory
◦ Describing abstract models can be difficult

◦ Develop methods by which computer scientists can describe and analyze the dynamic behavior of 
discrete systems.
◦ Discrete systems that can take distinct states
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Models to represent the automated machine
	various models exist and they are able to solve different types of problems






Computability Theory
•Some problems can not be solved by computers
◦ Examples

◦ Determining whether any given mathematical statement is either true or false.

•Computability Theory
◦ Studies weather a problem is solvable (computable) or not

◦ Is there a possible algorithm to solve this problem?

◦ To what extent is a problem solvable
◦ Can we reduce the problem to solve it?
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Humans can solve some mathematical statements individually but there isn’t a method to solve any given mathematical statement
	is a computer able to do this?


There is no algorithm that can determine whether a mathematical statement is true or false which means that the problem is not solvable by a computer



Complexity Theory
•Different problems have different complexities
◦ Sorting problem

◦ Single simple criteria

◦ Scheduling problem
◦ Multiple constraints for each individual schedule

•Complexity Theory
◦ Classify problems as easy or hard to solve

◦ What makes some problems computationally hard and others easy?
◦ No single answer

◦ Unnecessary to prove that a problem is hard
◦ Can give evidence that a problem is hard
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Sorting problem
	Easy to sort a list based off of one criteria
Scheduling
	hard
	schedule of classes for the entire university
	constraints: rooms, professors, equipment
	May take centuries to find the best possible schedule




Complexity of a Problem
•Problem types
◦ Easier solutions are usually preferable

◦ Problems that have solutions but that are too complex may not be viable

◦ Alternatively, fields like Cryptography prefer harder solutions for their needs

•Options for hard problems
◦ Alter the problem to be more easily solvable
◦ Consider alternate types of solutions or computations
◦ Find a suboptimal solution
◦ Don’t optimize for worst case situation of problem

◦ Solution may be fast in most cases except for specific scenarios. 
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Next lecture
	theory requires math concepts, many of which were covered in discrete structures
	next few lectures will be a review of the most important concepts needed for this course
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