Abstract—Recent advances in high-throughput technology have dramatically increased the quantity of available protein-protein interaction (PPI) data and stimulated the development of many methods for predicting protein complexes, which are important in understanding the functional organization of protein-protein interaction networks in different biological processes. However, automated protein complex prediction from PPI data alone is significantly hindered by the high level of noise, sparseness, and highly skewed degree distribution of PPI networks. Here we present a novel network topology-based algorithm to remove spurious interactions and recover missing ones by computational predictions, and to increase the accuracy of protein complex prediction by reducing the impact of hub nodes. The key idea of our algorithm is that two proteins sharing some high-order topological similarities, which are measured by a novel random walk-based procedure, are likely interacting with each other and may belong to the same protein complex. Applying our algorithm to a yeast protein-protein interaction network, we found that the interactions in the reconstructed PPI network have more significant biological relevance than the original network, assessed by multiple types of information, including gene ontology, gene expression, essentiality, conservation between species, and known protein complexes. Comparison with several existing methods show that the network reconstructed by our method has the highest quality. Finally, using two independent graph clustering algorithms, we found that the reconstructed network has resulted in significantly improved prediction accuracy of protein complexes.
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I. INTRODUCTION

Recent advances in high-throughput techniques such as yeast two-hybrid and tandem affinity purification have enabled the production of a large amount of protein-protein interaction (PPI) data [1–4]. These PPI data can be modeled by networks, where nodes in networks represent proteins and edges between the nodes represent physical interactions between proteins. These networks, together with other high-throughput functional genomics data, are offering unprecedented opportunities for both biological and computational scientists to understand the cell at a systems level [5]. For example, global analysis of PPI networks have revealed important connections between topology and function [6–8]. PPI networks have also been utilized for predicting gene functions, functional pathways, or protein complexes, with both supervised and unsupervised methods [9–13]. Furthermore, much effort has been devoted recently towards incorporating PPI networks to obtain a better mechanistic understanding of complex diseases and to improve the diagnosis and treatment of diseases [14, 15].

However, the growing size and complexity of PPI networks poses multiple challenges to biologists. First, PPI networks often have a high false positive rate and an even higher false negative rate [16]. Second, PPI networks are typically sparse, partially due to the high false negative rate, which places a hurdle for algorithms that rely on neighbor information, e.g., in gene function prediction [11]. Third, PPI networks are known to have skewed degree distribution, meaning that they have more than expected quantity of hub genes. Such hub nodes can often reduce the performance of existing graph theoretic algorithms (e.g., for predicting protein complexes) which were often designed for networks with relatively uniform degree distributions.

In this paper, we present a novel idea to improve the quality of a given PPI network by computationally predicting some new interactions and removing spurious edges, utilizing the information only from the input PPI network. Our method is partially inspired by the work of Kuchaie et al., where they embed a PPI network into a low dimensional geometric space, and assign edges to pairs of nodes that have short distances in the embedded space [17]. In computer science, many methods have been developed to predict missing links from networks ([18–20], and reviewed in [21]). These methods basically fall into two categories: common neighbor-based and distance-based. The first type of methods is based on a simple yet effective idea - two nodes sharing many common neighbors are likely in the same module [9, 18]. These methods may have limited value on PPI networks which are usually very sparse. The second type of methods measures the distance between pairs of nodes in the network by considering all alternative paths; popular examples include two algorithms based on random walks, namely, Euclidean commute time (ECT) [19] and random walk with restart (RWR) [20]. ECT measures the number
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of steps needed for a random walker to travel between two nodes as the distance between them, while RWR computes the probability for a random walker starting from node $i$ to reach another node $j$. Performance of this type of methods may be significantly affected by hub nodes. Furthermore, nodes that are not directly connected but are otherwise topologically similar (e.g., those that are connected to the same set of hub nodes) may be biologically relevant, but may have very low similarity by such distance-based measurement. Our idea can be considered as a hybrid of both types of methods. It can be considered as an extension of the simple common neighbor-based methods. Basically, we consider two nodes similar if they are topologically similar - i.e., having similar distances to all other nodes in the network (instead of only their direct neighbors). The core of our algorithm is a novel random walk procedure that reduces the impact of hub nodes.

To evaluate the performance of our algorithm, we apply it to a yeast PPI network and examine the biological relevance of the predicted and removed PPIs, using multiple information sources. Results show that the predicted PPIs have much higher functional relevance than the removed ones. Comparison with several existing methods mentioned above show that the network reconstructed by our method has the highest overall quality. Furthermore, applying two independent graph clustering algorithms, we found that the reconstructed network has resulted in significantly improved prediction accuracy of protein complexes.

The remainder of the paper is organized as follows. In Section II we described our algorithm. We present the evaluation results in Section III and conclude in Section IV.

II. METHODS

Let $G(V,E)$ be an undirected graph representing a PPI network, with $V$ the set of nodes and $E$ the set of edges. For $v \in V$, let $N(v) = \{u \in V \mid (v,u) \in E\}$ be the set of neighbors of $v$ and $d(v) = |N(v)|$ the degree of $v$.

The simple random walk for one node on a graph $G$ is a walk on $G$ where the next node is chosen uniformly at random from the set of neighbors of the current node, i.e., when the walk is at node $v$, the probability to move in the next step to the neighbor $u$ is $P_{vu} = 1/d(v)$ for $(v,u) \in E$ and 0 otherwise. Assume that a random walk is initiated at an unspecified node $v$. Let $q_i^{(k)}$ be the probability for a random walker sitting at node $i$ at a discrete time point $k$. Then, at time point $k+1$, the probability for the random walker taking the path from node $i$ to node $j$ can be calculated as

$$f_{ij}^{(k+1)} = q_i^{(k)} P_{ij},$$

(1)

and the probability for the random walker to reach node $j$ at time point $k + 1$ can be calculated as

$$q_j^{(k+1)} = \sum_i f_{ij}^{(k+1)}.$$

(2)

It is important to note that, with this simple random walk, the final (stationary) probability vector converges to the same values regardless of the starting point. Therefore, the stationary probability vectors generated from a simple random walk cannot be used to measure similarity between nodes.

Below we describe an extension to the simple random walk. The key idea is to superimpose a small amount of resistance at each step of a random walk, which will cause the stationary probability vector to be slightly different for each different starting node. This difference is magnified, and the resulting vector can be used as a topological profile of the node. Similarities between pairs of nodes can then be computed based on their topological profiles.

A. Random walk with resistance (RWS)

In our algorithm we introduce two types of resistance into the simple random walk model. We replace Equation (1) above by

$$f_{ij}^{(k+1)} = \begin{cases} 
\max(0, q_i^{(k)} P_{ij} - \epsilon), & \text{if } q_i^{(k)} > 0; \\
\max(0, q_i^{(k)} P_{ij} - \epsilon), & \text{if } q_j^{(k)} = 0 \& \max_i (q_i^{(k)} P_{ij}) \geq \beta; \\
0, & \text{otherwise}. 
\end{cases}$$

(3)

The first parameter $\epsilon$ is introduced to ensure that the final probability vectors for different starting nodes will be different. This can be considered as if each edge has some friction resistance and consumes energy. Therefore, whenever a random walker takes a path, the probability $f_{ij}$ will be deducted by a small value, $\epsilon$. The probability will be reset to zero if it is smaller than 0.

The second parameter, $\beta$, is introduced to ensure that whenever the random walker is exposed to a new node that she has never visited before, the probability must be large enough for her to actually visit that node. The motivation comes from fluid dynamics where resistance can be caused by surface tension. In order to overcome a surface tension of a fluid, an additional force is required to get expansion. Here, we use this parameter to effectively control the depth of a random walk and reduce the impact from the hub nodes, which tend to reduce the performance of predicting new edges.

In our experiment, $\epsilon$ is set to $|V|/|E|^2$ and $\beta$ is set to $1/|E|$. This choice is based on an analysis of the minimum and average flow on each edge. Empirically we have found that these two values perform well on multiple, both biological and non-biological, networks. Variations of these two values within a constant multiple do not significantly change the results.

The probability of reaching node $j$ at time point $k + 1$ is then calculated by adding up the probabilities to enter $j$ from all paths, and re-normalized so that the probability
vector sums to 1:

\[ q_j^{(k+1)} = \frac{\sum_i f_{ij}^{(k+1)}}{\sum_j f_{ij}^{(k+1)}} \]  

(4)

The above procedure is applied to each node individually. A random walk is considered to have reached its stationary distribution when the change of its probability vector is less than a small cutoff value. We then stop the procedure for this node and start the next one until all the nodes finish the procedure. In our experiment, all nodes converged in between 5 to 20 iterations.

B. Network reconstruction

After applying the above random walk procedure to the network, we have a probability vector for each node. For node \( i \), the probability vector is denoted as \( \psi_i \), which is a \( 1 \times |V| \) vector, and the whole group of probability vectors can be denoted as a \( |V| \times |V| \) matrix \( \Psi \).

To magnify the difference between probability vectors from different nodes, we first obtain the median vector \( H \) from all the vectors, where the \( j \)-th element of \( H \) is defined as \( H_j = \text{median} (\psi_{i=1, \ldots, |V|, j}) \), and calculate the \( |V| \times |V| \) offset matrix \( \Theta \), where \( \Theta_{ij} = \Psi_{ij} - H_j \).

Then, we calculate the Pearson correlation coefficient between each pair of columns of the offset matrix as a measure of similarity between nodes: \( C_{ij} = \text{pear}(\Theta_{1, \ldots, |V|, i}, \Theta_{1, \ldots, |V|, j}) \). Empirically we have found that using each column of the offset matrix as a topological profile of a node works slightly better than if we had used each row as a topological profile. Informally speaking, a row vector represents the information passed from a node to all nodes in the network, while a column vector represents the information that a node receives from the network; therefore, the latter is a more accurate way of describing the position of the node in the network.

Finally, a network is reconstructed from the correlation matrix by connecting pairs of nodes whose similarity is above a certain threshold. Although more sophisticated methods are possible (e.g. [22]), in this paper we choose to implement a very simple strategy for easy evaluation and fair comparison to other methods: we simply pick a cutoff value so that the number of edges can be kept the same as in the original network. We will show that this simple strategy served as well. We are currently developing cutoff selection methods to further improve the quality of the reconstructed network, and particularly, reduce the false negative rate of PPI networks.

III. RESULTS AND DISCUSSION

For evaluation, we applied our algorithm to a yeast core PPI network obtained from [1], which covers 2708 genes with 7123 edges. By performing a random walk on this network and calculating similarities between every pair of nodes based on their topology equivalence, we derived a modified PPI network by choosing 7123 potential connections with the highest similarities (see Methods). Within the modified network, 2870 (40%) edges are new (and the same number of edges in the original network have been removed). To evaluate the functional relevance of the newly predicted edges, we resort to several types of sources, including gene ontology, gene expression, essentiality, known protein complexes and conservation of interactions in other species.

To facilitate discussion, we call the group of edges present in the original network “before” group, and that in the modified network “after” group. Furthermore, “new” edges designate the edges that are in “after” but not “before” group, “removed” edges are “before” but not “after”. Finally, those present in both “before” and “after” are called “confirmed”. We also generated random networks that have the same number of edges with a procedure that preserves the degree of each node.

A. Reconstructed PPI network has better functional relevance

The most straightforward way to test the performance of the algorithm is to compare the different edge groups for the functional relevance between nodes connected by an edge. If our algorithm indeed reduces noise in the PPI network, we should find the new edges functionally more relevant than the removed ones.

Since interacting proteins are likely involved in similar biological processes, they are expected to have similar functional annotations in gene ontology and similar gene expression patterns across diverse conditions. Therefore, we measure the functional relevance between any pair of genes that are connected by an edge using the semantic similarity between the GO terms annotated with the proteins, using a popular method [23, 24]. Results shown are based on the “Molecular Function” branch of Gene Ontology. Using “Biological Process” yielded very similar values, and “Cellular Localization” resulted in slightly lower but consistent values (data not shown). We also measured the Pearson correlation coefficient between the gene expression profiles of every pair of genes, using the yeast stress response microarray data [25]. We used the average similarity of the pairs of nodes connected by an edge in a certain group to represent the functional relevance of that edge group. As shown in Fig. 1(a), the after group has a higher functional relevance than the before group based on both GO and gene expression. Moreover, the confirmed group has the highest functional similarity compared to the other groups, and the removed group is far lower than the new group. The standard error of these average measurements are all below 1e-5 and therefore these differences are highly significant.

Next, we used essential genes to compare different edge groups. The list of essential genes in yeast is retrieved from the Saccharomyces Genome Database [26]. As two
interacting proteins may tend to have the same essentiality. In other words, if one is (not) essential, the other is also expected to be (not) essential. As shown in Fig. 1 (a), the percentage of the removed edges that share the same essentiality is actually lower than that of the randomly generated edges, which suggests that the removed edges are probably connecting genes in different complexes. In contrast, the measurement for the new edges is close to that of the confirmed PPIs.

We also looked at the conservation of the edges in other species. We downloaded conserved PPIs between yeast and four species including C. elegans, fly, mouse, and human from InteroLogFinder (http://www.interologfinder.org/) [27]. As shown in Fig. 1(b), a considerable fraction of confirmed edges are conserved in at least two other species. While a small fraction of the removed edges are conserved in one or two species, they are rarely conserved in more than two species. In comparison, the new edges tend to be more conserved than the removed edges, although not as much as the confirmed ones. The conservation analysis suggests that the predicted edges are likely bona fide physical interactions rather than functional links.

In summary, using multiple independent sources of evidence, we have shown that compared to the removed edges, the new edges have higher functional relevance. These results suggest that our algorithm can indeed reduce the noise in PPI network and improve the network quality.

B. Reconstructed PPI network improves accuracy of protein complex prediction

We investigated whether the improved PPI network can also improve the prediction accuracy of protein complexes. We applied two network clustering algorithms to the original and modified PPI networks, and compared the predicted complexes with the MIPS known protein complexes [28], which included 767 proteins in 170 known complexes after intersecting with the PPI network. MCL is a well-known graph clustering algorithm and has been shown to outperform other protein complex prediction algorithms in two independent evaluation studies [29, 30]. HQcut is a community discovery algorithm developed by one of the co-authors, based on the optimization of a so-called modularity function [31]. For MCL, we set the inflation parameter to 1.8 as suggested by others [29]. HQcut does not require any user-tuned parameters. To measure the accuracy of the prediction, we used the Fowlkes-Mallows index for comparing clustering [32, 33]. Formally, let $A$ be the list of gene pairs that fall into the same complex in the set of predicted complexes and $B$ that in the set of known complexes, the prediction accuracy is measured by $\frac{|A \cap B|}{\sqrt{|A| \times |B|}}$, where $|A|$ denotes the cardinality of the set $A$. As shown in Fig. 1(c), the prediction accuracy is significantly improved for both MCL and HQcut, demonstrating that the improvement is general. Moreover, as the MIPS database of known protein complexes only covers < 30% of the proteins in the PPI network, we measured the average pairwise functional similarity using gene ontology semantic similarity and co-expression (see Section III-A) between every pair of nodes that are predicted to be in the same complex. Again, it is shown that the results are improved significantly in the modified network for both MCL and HQcut (Fig. 1(c)).

C. Comparison with existing methods

We compared our algorithm with three existing methods, including Euclidean commute time (ECT) [19], random walk with restart (RWR) [20], and a geometric embedding method (GE) [17]. The ECT and RWR methods are well-known in data mining and network analysis communities, while the GE method was proposed for essentially the same purpose of our study - to improve the quality of PPI networks (see Introduction). As all three algorithms give some topology-based similarity measure of pairs of network nodes, for each algorithm we took the top 7123 pairs of genes having the highest similarities as the predicted PPIs. We then compared the functional relevance of the PPIs falling in different edge groups as in Section III-A. As shown in Fig. 2, our algorithm outperforms the existing algorithms according to GO and known complexes, in that the “after” network produced by our method has the highest GO similarity and highest fraction of in-complex edges. Analysis of the other three edge groups (removed, new, and confirmed) also shows...
Table I

<table>
<thead>
<tr>
<th></th>
<th>RWS</th>
<th>RWR</th>
<th>ECT</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes / edges before</td>
<td>2708 / 7123</td>
<td>2708 / 7123</td>
<td>2708 / 7123</td>
<td>2708 / 7123</td>
</tr>
<tr>
<td>Number of nodes / edges after</td>
<td>2549 / 7123</td>
<td>2708 / 7123</td>
<td>2016 / 7123</td>
<td>2241 / 7123</td>
</tr>
<tr>
<td>Number of replaced edges</td>
<td>2870 (40.3%)</td>
<td>2795 (39.2%)</td>
<td>5671 (79.6%)</td>
<td>5468 (76.8%)</td>
</tr>
</tbody>
</table>

Figure 2. Comparison with other algorithms. Note that ECT predicted a much smaller number of confirmed edges than the other approaches (Table 1), which may partially explain that the edges confirmed by ECT tend to have very high functional relevance scores (see text).

consistently results. In fact, our algorithm is the only one that shows consistent improvement over the before network using all measurements.

Interestingly, it appears that the confirmed edges by ECT have a high co-expression and a large fraction of in-complex edges (Fig. 2 (b,c)). This may be partially explained by the fact that ECT predicted (and removed) significantly more edges than RWR and RWS (Table 1) and as a result has a much smaller number of confirmed edges. Nevertheless, it may also suggest that the ECT algorithm performs well in preserving PPIs that are not only having similar functions, but are also highly coexpressed. The geometric embedding method appears to perform well in keeping a low fraction of between-complex edges.

IV. CONCLUSIONS

In this paper we have presented a novel algorithm to improve the quality of PPI networks which in turn can improve the prediction accuracy of protein complexes. The key idea of our algorithm is that two proteins sharing some high-order topological similarities, which are measured by a novel random walk-based procedure, are likely interacting with each other and may belong to the same protein complex. Overall, the reconstructed yeast PPI network has much higher biological relevance than the original network, assessed by multiple types of information, including gene ontology, gene expression, essentiality, and conservation between species. The reconstructed network has also resulted in significantly improved protein complex prediction accuracy using two different algorithms. Finally, the PPI network reconstructed by our algorithm has better quality than those reconstructed by several existing algorithms.

It is worth noting that our focus in this paper is a method to improve the quality of a PPI network purely based on the topology of the network, with no additional biological information involved. This ensures that our algorithm can be easily combined with other algorithms that have already been developed for predicting protein complexes or performing PPI-based studies. For example, recently a fairly sophisticated algorithm has been developed for predicting complexes by repeatedly running the RWR algorithm to obtain neighbor information of some seed proteins, and it has been shown that the method significantly outperformed the MCL algorithm [34]. With our evaluation results presented here, we believe their algorithm performance could be further improved by replacing the RWR algorithm with our algorithm. There are also several studies that attempt to combine additional biological information such as gene ontology and gene expression with PPI network for protein complex prediction [10, 13]. It should be straightforward to utilize our method in these approaches, by replacing the PPI network with our modified PPI network.
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